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Preface

This discussion paper presents the contributions we would have submitted to the STI Indicators conference, which was planned to be held from September 2nd–4th in Aarhus, Denmark. The conference was postponed until September 2021 due to the Covid-19 pandemic. The decision was made when most of the papers we intended to submit were near completion and all of us had already invested a significant amount of work. Since we all will want to submit new work to next year’s conference, we thought it a good idea to make our work available in this discussion paper. Although publishing bibliometrics papers in a “Sociology of Science” discussion paper series might seem unusual, all four papers deal with sociological foundations of bibliometrics or applications of bibliometric methods in sociological research. Grit Laudel developed and tested bibliometric measures that could be used as indicators of a researcher’s inclusion in their international scientific communities, thereby contributing to a historical-sociological project on the changing inclusion of East German researchers in their scientific communities after German unification. Matthias Held et al. used a ground truth of research topics that were described by researchers working on them to test bibliometric approaches to topic reconstruction – with rather depressing results. Jochen Gläser reviewed bibliometricians’ approaches to “expert validation” of bibliometric maps from the perspective of sociological methodology and suggested an alternative approach. Finally, in a paper that was originally meant to be a poster, Jenny Oltersdorf et al. presented a workflow for constructing bibliometric data bases from scratch, which they are currently applying in the construction of a publication and citation database that will enable the study the link between knowledge production and communication in German art history and international relations. We can present our papers but their discussion is up to readers. We invite readers to send us their feedback and intend to update the discussion paper with the feedback and our responses.

Berlin, 1 September 2020

Jochen Gläser
Can we find Bibliometric Traces of the Inclusion of Researchers in their Scientific Communities?

Grit Laudel

grit.laudel@tu-berlin.de, TU Berlin, FH 9-1, Fraunhoferstr. 33-36, 10587 Berlin (Germany)

Introduction

The original idea of scientific communities developed by Robert Merton, Thomas Kuhn and Michael Polanyi implied the idea that all members of scientific communities equally participate in the production of scientific knowledge (Kuhn 1970, Merton 1973, Polanyi 1962). Meanwhile, an increasing body of research has demonstrated that researchers differ in the degree to which they are included in their international scientific communities. On one end of the spectrum we find researchers who cannot even fully access the state of the art of their community, on the other end we find those who contribute knowledge claims which are used by others and who actively shape the research directions of their community. The unequal inclusion of researchers is a ubiquitous phenomenon. It is often discussed in terms of a North-South divide. However, we find different levels of inclusion among researchers of the Global North, too. Gender biases and unequal access to resources are just two reasons for these differences.

Although the phenomenon is not new, little attention has been paid to the methodological challenges of studying it. Bibliometric studies so far only used few indicators such as publications in non-mainstream and mainstream (SCI-indexed) journals and their interdependence, which was studied for peripheral Asian scientific communities (Davis and Eisemon 1989) and for South Africa (Tijssen 2007). Arunachalam and Manorama (1988) studied publications in non-mainstream journals in India in terms of the age of their references and the cited journals. In a recent more advanced study, Chavarro et al. (2017) discussed the publication strategies of Colombian researchers who publish in non-mainstream journals and the links of these researchers to the mainstream of their scientific community.

Although there is only a limited number of studies, they point to the potential of bibliometric indicators for investigating the inclusion of researchers in their scientific communities. In this paper, I present results of a study that further explores the extent to which bibliometric methods can contribute to characterize researchers’ inclusion into their scientific communities. This attempt is part of a larger sociological and historical study on the inclusion of East German scientists before and after German unification. Since political and resource conditions for East German researchers changed drastically after unification, this is an ideal case for studying the long-term dynamics of inclusion.
**Theoretical concepts and their operationalization**

Inclusion is understood here as the extent to which a researcher participates in their community’s knowledge production. Participation in knowledge production requires various interactions between a researcher and their fellow community members, which can be understood as dimensions of inclusion. I draw on our own previous work which distinguishes between:

- access to a community’s knowledge claims (through participation in formal communication – publications, conferences – and informal communication),
- submission of research contributions to the community (in publications),
- perception and utilization of these contributions by other community members,
- participation in collaborative knowledge production processes,
- participation in a community’s decision-making processes (e.g. as a reviewer of contributions and research proposals, member of editorial boards, or recruitment committees) (Gläser and Laudel 2001).

Not all these dimensions can be measured with bibliometric methods. In this paper, I focus on those dimensions which can at least partially be measured by bibliometric indicators (Table 1). A researcher’s *access to published knowledge* can be partially deduced from properties of the references in the researcher’s publications. The journals cited, community members cited and age of references provide some indication of barriers to access. Researchers who have no easy access to the published literature may refer to older literature, as previous studies have shown (Arunachalam and Manorama 1988). *Offers of research contributions* can be described by the number of publications, and their visibility is indicated by the visibility of the journal in which they appear to the scientific community. Researchers who publish their findings in highly visible journals have better chances that their publications are noticed, read, and used. The actual *perception of a researcher’s contributions* can be determined by the numbers of citations and by identifying community members who cite them. For my study, perceptions of contributions by researchers from the Eastern bloc versus researchers from the Western bloc are of particular interest. Note that I interpret citations conservatively, i.e. as an indicator of a publication being noticed. Finally, researchers can be *included in collaborative research processes*, which becomes bibliometrically visible if this collaboration is rewarded by a co-authorship (see Laudel 2001 on the limitations of this indicator).

---

1 In our previous work we used the term “integration” rather than “inclusion”. The term “inclusion” can be better connected to the rich sociological theory on inclusion in various spheres of society.
**Table 1. Dimensions of inclusion and their bibliometric operationalization in this study**

<table>
<thead>
<tr>
<th>Concept</th>
<th>Operationalization by bibliometric indicators</th>
</tr>
</thead>
<tbody>
<tr>
<td>Access to published knowledge</td>
<td>Journals cited, community members cited, age of references</td>
</tr>
<tr>
<td>Offers of research contributions to the community in publications</td>
<td>Number of publications in SCI journals; visibility of journal in which researchers publish</td>
</tr>
<tr>
<td>Perception of contributions by the scientific community</td>
<td>Number of citations, location of researchers citing the publications (here: scientific communities from the Western bloc and the Eastern bloc)</td>
</tr>
<tr>
<td>Inclusion in collaborative research processes</td>
<td>Co-authored publications</td>
</tr>
</tbody>
</table>

**Approach**

To test whether these indicators can reveal patterns of inclusion of East German researchers, I conduct three comparisons, namely

- a comparison of researchers’ inclusion before (1980-1990) and after German unification (1991-2000),
- a comparison of levels of inclusion of East German researchers,
- a comparison between levels of inclusion of East German researchers and of a control group.

Comparing east German researchers to a control group is necessary for two reasons. First, the measurement of changes in the inclusion of East German researchers before and after unification might be confounded by general trends in structures of scientific communities at that time. Secondly, the Web of Science database changes considerably over time, and the change is likely to affect some of the indicators.

**Case selection**

Researchers from the field of semiconductor physics were selected in order to limit variance of research and communication practices. Some internal variance is retained by including both experimental and theoretical research.

GDR semiconductor physicists working at universities and the Academy of Sciences of the GDR were identified among authors who published at least one article in the subject category “Physics, Condensed Matter” in SCI journals between 1980 and 1990. Among these, I selected researchers who had the opportunity to continue their career at a publicly funded research organization in East Germany (few of them did) for at least eight years in order to make sure that changes in inclusion patterns could materialize. The control group consists of semiconductor physicists from English-speaking countries with a similar research age (determined by the year in which they received their
PhD). The sample consists of experimentalists as well as theoreticians and includes researchers from different universities in the US, UK and Ireland (table 2).

**Table 2. Overview over investigated cases**

<table>
<thead>
<tr>
<th>Cases</th>
<th>Number of cases</th>
<th>Research age</th>
<th>Epistemic practice</th>
<th>Research organization in the 1980s</th>
</tr>
</thead>
<tbody>
<tr>
<td>East German cases</td>
<td>10</td>
<td>PhD between 1968-1982</td>
<td>7 experimentalists, 3 theoreticians</td>
<td>5 at universities, 5 at the Academy of Sciences</td>
</tr>
<tr>
<td>Control group cases</td>
<td>10</td>
<td>PhD between 1968-1984</td>
<td>7 experimentalists, 3 theoreticians</td>
<td>from different universities in the US, UK and Ireland</td>
</tr>
</tbody>
</table>

**Data**

Meta data of researchers’ publication oeuvre (including all publication categories such as journal articles, meeting abstracts, book chapters, etc.) between 1980 and 2000 were downloaded from the Web of Science. Metadata included titles, journal titles, authors, addresses, cited references and numbers of citations. Missing address information of a researcher’s publications were manually added through searches of journal websites and full texts of articles. Data were further processed in Excel using VBA macros.

To avoid the shortcomings of the SCI Journal Impact Factor I calculated the visibility of those journals in which the 20 researchers published between 1980 and 2000 by normalizing the number of citations it received from other journal in the sample by the number of citable items. All journals that received more than 1000 citations in the first time period (1980-1990) respectively more than 2000 citations in the second period (1991-2000) were categorized in tertiles of the normalized citations.

**Results**

*Access to the community’s published knowledge*

In the GDR the supply with scientific literature from the West was limited (Gläser and Meske 1996: 330). The extent to which this restriction affected access to the community’s knowledge might be reflected in reference lists (Table 3). I calculated the average length of reference lists and the proportion of references that were less than 3 years old for all articles by East German and control group researchers. In both periods, the East German physicists used more references than the control group. In the 1990s the number of references increases in both groups, which is likely caused

---

2 For the control group, the database “ProQuest Dissertations & Theses Global” was searched for the keyword “semiconductor” in the thesis title and included the thesis supervisor as a member of the control group until 10 researchers were found. Including the authors of the theses themselves was impossible because most authors had left academia soon after receiving their PhD.

3 The number of SCI publications in SCI journals has roughly doubled in the two time periods.
by changing communication patterns worldwide. Before German unification, East German physicists indeed cited fewer recent publications than physicists in the control group. This difference nearly vanished after German unification. The control group’s former high share of references less than 3 years old (41.1%) requires further investigation.

**Table 3. Number and age of cited references in SCI journal articles**

<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>East German group</strong></td>
<td>References: 3250, Mean number of references per article: 22.9, References &lt; 3 years: 18.5%</td>
<td>References: 9467, Mean number of references per article: 26.1, References &lt; 3 years: 26.4%</td>
</tr>
<tr>
<td><strong>Control group</strong></td>
<td>References: 7604, Mean number of references per article: 18.0, References &lt; 3 years: 41.1%</td>
<td>References: 11554, Mean number of references per article: 21.7, References &lt; 3 years: 28.6%</td>
</tr>
</tbody>
</table>

To further compare the knowledge base of East German researchers to that of their Western colleagues, I identified the journals that were most frequently cited by the two groups (Table 4).

**Table 4. Dynamics of the most frequently cited journals in SCI publications by the two groups of physicists (East German journals in italics, shaded cells indicate journals present in both groups)**

<table>
<thead>
<tr>
<th>Most frequently cited journals and number of occurrences in 1980-1990 by</th>
<th>Most frequently cited journals and number of occurrences in 1991-2000 by</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>East German physicists</strong></td>
<td><strong>Control group physicists</strong></td>
</tr>
</tbody>
</table>

4 Differences in the number of references may also be caused by the distribution of articles across journals (some of which have restrictions concerning the length of articles or number of references).
The convergence of the two lists in the time after German unification is remarkable, with the first five journals being the same (marked in grey) and differences only occurring in the second half of the lists. These differences could be partly explained by researchers working in different research areas within semiconductor physics. An interesting difference is the high occurrence of references to articles in the East German journal “Physica Status Solidi”. Although this journal was internationally recognized (Hoffmann 2013), it has been cited only 4 times in the 1980s by the control group physicists. In the 1990s, its importance for East German physicists decreased.

Offer of research contributions to the international community and their perception

For investigating East German researchers’ inclusion in their communities through their scientific contributions, classical publication and citation indicators were used. Since the extent of inclusion varies considerably between researchers, I conducted this analysis at the individual level. To compare different levels of publishing, I constructed tertiles of publication activity by calculating the mean number of publications and citations of all researchers (separately for the two time periods) and defining zero to two thirds of the mean as 'low', two thirds to four thirds of the mean as 'medium' and four thirds to twice the mean as 'high' publication activity. The same procedure was applied to citations the researchers received.

Among both East German and Western physicists, we find strong variation in publication and citation activities (Table 5). Some have been “silent”, in Cole and Cole’s (1967) categorisation, that is, they published little and were rarely cited. Among these, some remain silent in the second period (EG1-EG3, EG5, EG7, CG1). Three East German researchers (EG8-EG10) published regularly in the first period but were rarely cited. In contrast, we find more Western researchers who publish regularly and were frequently cited. Some of them (CG8 to CG10) could even be considered as “prolific” (Cole and Cole 1967) due to their many publications and citations. After unification, some East German researchers became more active in publishing (EG4-EG6), but the perception of their research remains low. Only one researcher (EG9), a theoretician, became a prolific physicist. The publication and citation dynamics also shows that the inclusion of researchers changes during their career and within research systems which have not undergone such radical changes such as East Germany.

If we consider citations as an indicator of visibility to the community (Gläser and Laudel 2001), it is important to explore to whom the East German researchers were visible. Who was and is citing these researchers? I coded the geographic location of citing publications according to the following categories: other East German physicists, colleagues from other countries of the Eastern Bloc, colleagues from West Germany, other Western colleagues, and Chinese colleagues (which are difficult to categorise as East or West). Multiple addresses from different communities were categorised as West Germany if at least one co-author belonged to this community, and as West if no West German but other Western addresses were present. A considerable number of addresses

---

5 Applying bibliometric indicators at the individual level is notoriously problematic (Wouters et al. 2019). Individual-level indicators will not be interpreted as indicating performance and will be combined with other sources (archival records, interview data) in the study of inclusion wherever this is possible.
was missing (37% in the first period, 31% in the second period) which is particularly inconvenient in view of the low numbers of SCI publications of some East Germans. For this first test I assumed that the missing data would not change the distribution. Figure 1 shows the visibility of two East German researchers, one of which stayed “silent” (EG7) and one of which became “prolific”(EG9). Both researchers were predominantly cited by Western authors. This share increased after 1990 for the “prolific” researcher. His research contributions were also cited by West German researchers since the 1980s on.

**Table 5. Publication and citation dynamics of East German researchers (EG) and of the Western control group (CG)**

<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>EG1</td>
<td>3</td>
<td>low</td>
<td>17</td>
<td>low</td>
</tr>
<tr>
<td>EG2</td>
<td>5</td>
<td>low</td>
<td>22</td>
<td>low</td>
</tr>
<tr>
<td>EG3</td>
<td>16</td>
<td>low</td>
<td>17</td>
<td>low</td>
</tr>
<tr>
<td>EG4</td>
<td>12</td>
<td>low</td>
<td>79</td>
<td>medium</td>
</tr>
<tr>
<td>EG5</td>
<td>14</td>
<td>low</td>
<td>70</td>
<td>low</td>
</tr>
<tr>
<td>EG6</td>
<td>21</td>
<td>low</td>
<td>66</td>
<td>medium</td>
</tr>
<tr>
<td>EG7</td>
<td>23</td>
<td>low</td>
<td>39</td>
<td>low</td>
</tr>
<tr>
<td>EG8</td>
<td>36</td>
<td>medium</td>
<td>100</td>
<td>low</td>
</tr>
<tr>
<td>EG9</td>
<td>37</td>
<td>medium</td>
<td>145</td>
<td>low</td>
</tr>
<tr>
<td>EG10</td>
<td>38</td>
<td>medium</td>
<td>38</td>
<td>low</td>
</tr>
<tr>
<td>CG1</td>
<td>11</td>
<td>low</td>
<td>57</td>
<td>low</td>
</tr>
<tr>
<td>CG2</td>
<td>15</td>
<td>low</td>
<td>186</td>
<td>medium</td>
</tr>
<tr>
<td>CG3</td>
<td>18</td>
<td>low</td>
<td>102</td>
<td>medium</td>
</tr>
<tr>
<td>CG4</td>
<td>26</td>
<td>medium</td>
<td>146</td>
<td>low</td>
</tr>
<tr>
<td>CG5</td>
<td>27</td>
<td>medium</td>
<td>179</td>
<td>medium</td>
</tr>
<tr>
<td>CG6</td>
<td>32</td>
<td>medium</td>
<td>280</td>
<td>medium</td>
</tr>
<tr>
<td>CG7</td>
<td>34</td>
<td>medium</td>
<td>295</td>
<td>medium</td>
</tr>
<tr>
<td>CG8</td>
<td>51</td>
<td>high</td>
<td>414</td>
<td>high</td>
</tr>
<tr>
<td>CG9</td>
<td>110</td>
<td>high</td>
<td>828</td>
<td>high</td>
</tr>
<tr>
<td>CG10</td>
<td>177</td>
<td>high</td>
<td>1789</td>
<td>high</td>
</tr>
</tbody>
</table>

The analysis of the visibility of East German researchers in different regions of the world should be complemented by an analysis of their visibility to different strata of their community. For this, I analysed the visibility of researchers citing East Germans. Indeed, both researchers have been cited by authors whose publication received more than 100 citations.
The chances of being visible do not only depend on the content of a researcher’s contribution but also - and increasingly so - on the place where it is published. To explore the chances to be read by other researchers, I placed the journals (indicated in yellow) in which East German researchers published on two journal visibility maps (figures 2 and 3).\(^6\) The inner circle contains the journals with the highest degree of visibility, the outer circle the journals with the lowest degree of visibility. This way, individual “journal footprints” of researchers can be constructed. If we look at two researchers’ journal footprints, EG7 and EG4, we see that the journals in which they published before and after unification indeed became more visible. EG4 even dominantly published in the most visible journals.

\(^6\) Proceedings papers and meeting abstracts were excluded because I was interested in a researcher’s own publishing decisions and not those made by conference organizers.
Figure 2. Visibility of journals in which East German physicist EG7 published before and after German unification (most frequently used journals circled)
Figure 3. Visibility of journals in which East German physicist EG4 published before and after German (most frequently used journals circled)
Inclusion in collaborative research processes

The co-authorships of the 20 researchers were analyzed by categorizing the location of co-authors as described above. Figure 3 shows the collaboration patterns for the two groups. Before unification, East German physicists predominantly collaborated with researchers from the East. Half of them had collaborations with Western colleagues but nobody collaborated with colleagues from West Germany. The latter is not surprising because contacts to West German colleagues were particularly discouraged by the GDR government. Collaborations changed after German unification when collaborations with West German colleagues were no longer restricted. The control group researchers had hardly any collaborations with researchers from the East, a situation which changed after 1990.

Figure 3. Development of co-authorships before and after 1990

Conclusions

This test of bibliometric indicators demonstrates that it is possible to construct bibliometric inclusion profiles of researchers from meta-data of their publications, and that it is possible to observe differences in inclusion. The observed differences between individual inclusion profiles of East Germans strongly suggest that a centre-periphery perspective that puts whole national scientific communities either at the centre or in the periphery of scientific communities is insufficient for understanding inclusion. This is consistent with previous findings on research in the Global South (Davis and Eisemon 1989, Beigel 2014). A more differentiated analysis is not only required for theoretical reasons (inclusion is a characteristic of individuals and not of whole research systems) but it also makes it possible to use such profiles for further studies of causes and effects of inclusion.

Before sound conclusions about the suitability of bibliometric inclusion profiles can be drawn, the indicators must be validated with interview data, and indicators that best describe
inclusion and its change over time must be selected. Such a fine-grained approach makes possible the search for patterns of inclusion, whose identification in turn enables conclusions about inclusion patterns of national communities. For example, the small-scale analysis presented in this paper suggests that the existence of completely separate Eastern and Western sub-communities of the international semiconductor community in the 1970s and 1980s is unlikely. Inclusion appears to have always existed in some dimensions (at least for some researchers in some scientific communities such as semiconductor physics).

While bibliometric methods provide a unique approach to the measurement of inclusion, particularly from a historical perspective, they have two important limitations. First, the application of bibliometric indicators that utilise the WoS database must take into account changes in this database, with the number of journals, articles in journals, references in articles and citations continuously increasing due to changing communication practices and the changing coverage of the literature by the Web of Science. One way of doing this is the construction of control groups. The control group used here was still rather small and the influence of individual particularities and extreme values may have had distorting effects. A second problem is the limited coverage of WoS databases. Especially for the study of inclusion, all channels of formal communication must be investigated, including research publications not indexed in the SCI. Further analysis will take the research content and its dynamics into account, for example changes of topics as well as the content of collaborations. A third problem is the internal variance within the research field of semiconductor physics. These validity problems can be partly addressed by increasing the number of cases and by taking the internal cognitive structure of a community into consideration.
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**Introduction**

The reconstruction of research topics from networks of papers is considered a major challenge that keeps attracting attention and for which new solutions are suggested (Šubelj et al. 2016, Gläser et al. 2017, Klavans and Boyack 2017, Held and Velden 2019). An interesting commonality of all approaches to topic reconstruction is that they are based on one data model, to which one algorithm is applied whose parameters are changed until it produces a ‘satisfactory’ solution. The same applies to experiments that systematically compare data models or algorithms. Whatever the data model or algorithm: The outcome of a topic reconstruction exercise is always a clustering solution that is produced by applying one algorithm with one particular setting of parameters to one data model.

The implicit assumption underlying this uniform strategy – that we just have to find the ‘right’ combination of data model and algorithm to obtain an accurate reconstruction of topics – remained unchallenged so far because testing it would require a ‘ground truth’ against which the outcomes of topic reconstruction exercises could be tested. If we consider the topics that orient researchers’ work and which they shape with their publications as ground truths, then we have to acknowledge that there are multiple ground truths that are extremely difficult to access because they are conventions emerging from the use of publications in research rather than simply being knowledge structures documented in publications. Bibliometrics usually circumvents the problem by using expert validation (for a critique, see Gläser 2020), or by utilising bibliometric surrogates of researchers’ views (Klavans and Boyack 2017).

In this paper, we report experiments that utilised an allocation of publications to topics through qualitative research as ground truths. We use these ground truths to test two data models (direct citation and bibliographic coupling) with two algorithms (the Leiden algorithm and Infomap). It turns out that although researchers’ topics are reconstructed by these algorithms, it is impossible to predict at which parameter settings of the algorithms this happens. Furthermore, all four combinations of algorithms and data models have difficulties to reconstruct all topics with one specified set of parameters. Our preliminary conclusion is that a) multiple data models, algorithms or parameter settings for algorithms are necessary
to reconstruct all or most topics in a set of papers, and b) that we are currently unable to predict which combination of data model, algorithm and parameter setting will adequately reconstruct which topics.

Data and Methods

Ground truths

The ground truths used in this project are topics of twelve physicists working in atomic and molecular optics who switched to experimental Bose-Einstein condensation (BEC) at different points in their careers. These topics were reconstructed in an internationally comparative project on conditions for scientific innovations, which included the emergence of experimental BEC in the 1990ies and 2000s in the field of Atomic and Molecular Optics (AMO) physics as one case (Laudel et al. 2014). The reconstruction of the BEC case was based on face-to-face semi-structured interviews whose main focus was the evolution of interviewees’ research topics beginning with their PhD, with an emphasis on reasons for thematic change. To obtain the context necessary for understanding thematic changes, developments in the interviewee’s national and international communities were discussed. To facilitate this part of the interviews, graphical representations of the researchers’ research trails were constructed by downloading their publications from the Web of Science, constructing bibliographic coupling networks (using Salton’s cosine for bibliographic coupling strength) and choosing a threshold for the strength of bibliographic coupling at which the network disaggregates into components (Gläser and Laudel 2015). While this ‘manual’ approach also produces several unassigned publications, it is preferable to algorithmic clustering because the research trails serve as means of ‘graphic solicitation’ in interviews, for which instant visual recognition of different topics is essential. The components represent topics a researcher has worked on over time (see Figure 1 for an example). The visualisations of individual research trails were used to prompt narratives about the content of the research at the beginning of the interview (for an extended description of the approach see Gläser and Laudel, 2015). During these narratives, researchers confirmed and sometimes corrected the picture by combining or separating clusters because they perceived research topics as belonging together or being separated. The interviews lasted on average 90 minutes and were fully transcribed. Transcripts were analysed by qualitative content analysis, i.e. we extracted relevant information from the transcripts by assigning it to categories that were derived from our conceptual framework (Gläser and Laudel 2013, Gläser and Laudel 2019).
Figure 1: Picture of a researcher’s cognitive career. It appears to consist of two research trails.

Macro-level clustering

Data
To construct the macro-level AMO dataset, we first selected from the Web of Science all publications from journals in the subject category 'Physics, Atomic, Molecular & Chemical' published 1990-2005, excluding physical chemistry journals by excluding those carrying “chemi*” in the title. We then expanded this initial dataset by (1) including publications from all other physics subject categories (in the same time frame) that cited at least two publications from the journals belonging to the dataset in the time between 1975 and 2005; and (2) by including publications from all other physics subject categories which have been co-cited with at least two papers from our initial dataset. The direct citation network of this extended dataset has a giant component with 366,480 publications, which included all relevant publications of the research trails.

We obtained our macro-level AMO data set by applying the Leiden algorithm (see below, clustering) to this giant component and extracting the largest cluster, which contained 96,137 publications. This data set includes 80% of our twelve physicists’ publications and 90% of these publications were assigned to topics. We used it to create two data models. The direct citation network was constructed by using only citations between publications in the dataset. Weights were attached to the links according to the formula given by Waltman and Eck (2012). The bibliographic coupling network was constructed using references that are source items in the Web of Science. Weights were attached to the links by calculating Salton’s cosine.

Clustering
In order to detect communities in both networks, we selected two algorithms popular in the scientometrics community, namely the Leiden algorithm (an improved version of the Louvain algorithm), and the Infomap algorithm (Rosvall and Bergstrom 2008, Traag et al. 2018). Both algorithms include parameters that determine the resolution of the algorithm, i.e. the number
and sizes of clusters. The Leiden algorithm requires the specification of a resolution parameter. This parameter is included in its quality function CPM, which will be optimized for the chosen resolution value. The seed parameter of the Leiden algorithm was set to zero for all runs. Varying the resolution parameter leads to partitions with different numbers of clusters.

Infomap finds the minimum description length of a random walker in a given network by creating modules. The parameter markov random time has the standard value of 1. Changing this parameter means changing the number of steps of the random walker which are encoded (Kheirkhahzadeh et al. 2016). This will result in a more or less fine-grained solution. The intervals in which we varied the resolution parameter of the Leiden algorithm and markov random times of the Infomap algorithm are shown in Table 1.

**Evaluation of Topic Reconstruction**

In order to evaluate whether an individual researcher’s research topic has been reconstructed by the macro-level clustering, we took the publications that were assigned to a topic by the researchers and assigned them to clusters in all cluster solutions. The assignment had to fulfil two criteria for qualifying as a successful topic reconstruction. (1) All publications of a topic belong to the same cluster, and (2) no publications from the researcher’s other topics belong to this cluster. For the Infomap solutions, each of which has a hierarchical structure, we assigned publications to the lowest level of the hierarchy.

**Results**

Figure 3 displays the results for three of the twelve researchers and their topics. Each image shows at which level of granularity the topics were reconstructed (= 0, y-axis), were distributed over different clusters (= -1) or were combined with other topics in one cluster (= 1) by the specific combination of data model and algorithm. Each row corresponds to a topic and the four columns represent the results of the clustering solutions at different granularity levels. The x-axes correspond to the granularity levels also shown in Table 1 from coarsest to finest. Note that both algorithms – irrespective of the granularity level – create highly skewed cluster size distributions, i.e. few large clusters and very many small clusters. Figure 2 displays the distribution of cluster sizes at the coarsest levels.

**Table 1. Numbers of clusters and sizes of smallest and largest cluster at smallest and largest granularity levels**

<table>
<thead>
<tr>
<th>Resolution (Leiden) / mrt (Infomap)</th>
<th>Leiden DC</th>
<th>Leiden BC</th>
<th>Infomap DC</th>
<th>Infomap BC</th>
</tr>
</thead>
<tbody>
<tr>
<td>min</td>
<td>max</td>
<td>min</td>
<td>max</td>
<td>min</td>
</tr>
<tr>
<td>6e-07</td>
<td>5.44e-05</td>
<td>5e-05</td>
<td>1.36e-03</td>
<td>0.1</td>
</tr>
<tr>
<td>Clusters</td>
<td>2</td>
<td>175</td>
<td>1,311</td>
<td>1,512</td>
</tr>
<tr>
<td>Cluster sizes (largest/smallest)</td>
<td>95,884 / 253</td>
<td>3,275 / 3</td>
<td>65,756 / 1</td>
<td>11,729 / 1</td>
</tr>
</tbody>
</table>
Figure 2: Distribution of cluster sizes each of the lowest level of granularity

The results for all three researchers have in common, that the assignments of topics to clusters are highly inconsistent (results for the other nine researchers are not different).

In general, the following patterns can be observed in Figure 3 when going from coarse to fine in a plot:

(i) We observe that topics are rarely reconstructed by a clustering solution. In most cases, topics are lumped together in clusters or spread across clusters.

(ii) In many cases, a topic is not reconstructed at any granularity level.

(iii) There are many fluctuations across granularity levels, i.e. publications belonging to one topic separate and combine again.

(iv) No clustering solution reconstructs all topics of a researcher.

Thus, probably counterintuitively, there is no ‘threshold’ granularity level above which the publications of a researcher’s topic are always split and assigned to different clusters. Instead, publications belonging to one topic are split at one granularity level and recombed again at a higher level or are lumped together with publications from one topic at a higher granularity level and then separated again. We refrain from a more detailed interpretation of this particular result because the two data models cannot be straightforwardly compared in terms of the fluctuations.
Figure 3: Reconstruction of three researchers’ individual topics by two algorithms applied to two data models (0: topic is reconstructed, -1: topic is were distributed over several clusters, 1: topic is combined with other topics in one cluster)

Researcher 1 (Three Topics)

Researcher 2 (Four Topics)

Researcher 3 (Three Topics)
**Discussion**

No combination of algorithm and data model could reconstruct all topics of one researcher at one level of granularity. The results indicate that each solution produced by the two algorithms at a particular granularity level either reconstructs a ground truth that remains unknown to us or produces *some* clusters representing *part* of our ground truth and others that must be considered artifacts. When compared with our researchers’ topics, the results are highly inconsistent, i.e. topics are reconstructed unexpectedly, and we cannot know beforehand which topic is reconstructed by which combination of data model, algorithm and granularity level.

Why is this a problem? Differences between the perspectives of individual researchers on their topics and the macro-level cluster solutions, which in both data models include perspectives of thousands of researchers, were to be expected. However, what is unexpected is that we have the same inconsistent results for all 12 AMO researchers. If we define topics as shared perspectives on knowledge (Havemann et al. 2017: 1091), then the 12 researchers together not only represent a collective view on at least one shared topic (BEC), but also share their perspective on topics with other authors in our sample. These perspectives on the same topics might not be entirely congruent, but the inconsistency for all 12 perspectives appears to be significant. The topics of the twelve researchers represent one of the ground truths, and the reconstruction of even parts of that ground truths is unpredictable for all four data model/algorithm combinations across relevant resolution levels. Even after the exercise we cannot provide a single resolution level for any of the four combinations of data models and algorithms at which all topics are simultaneously reconstructed.

We conducted a preliminary assessment to find reasons on the micro level for the oscillation of publications of a researcher’s topic between clusters at different levels of granularity. We found no correlation to (a) a weak bibliographic coupling between the publications, (b) an unusually high number of citations to publications, or (c) the content of oscillating topics (the topics being methods or theories).

Is this a problem of the algorithms? Both algorithms have in common, among other characteristics, that, first, they solely use the network topology, i.e. nodes (publications) and their edges (citation or coupling links) to detect community structures in the network. However, it does not yet seem entirely clear if topics are to be found in the topology (Gläser et al. 2017: 983). Secondly, both algorithms assign each node to exactly one community. We know, however, that topics overlap in publications. So, when an algorithm performs a hard clustering on a publication network, the algorithms will be forced to assign publications to

---

7 Note that there exists also a variant of Infomap that allows for overlapping communities, see Esquivel and Rosvall (2011). Specifically, this variant allows for boundary nodes - which have been determined before by Infomap to be assigned to more than one community.
clusters based on the best fit regardless of how good this fit is in absolute terms. This is why inconsistencies are to be expected.

Assuming that theoretically one should be able to detect topics in the topology of a direct citation or bibliographic coupling network, one can have a more specific look on the characteristics of the algorithms applied. Both algorithms, like all community detection algorithms, have built-in assumptions on what a community is and how it should be detected in a network. E.g., both optimize a function that is used for the entire network and assign every single node to a community. For the Leiden algorithm with the CPM quality function, a community is a set of nodes with a link density that is higher inside than between the other sets. For Infomap, a community is a set of nodes where each node can be reached from the others easily with only a few steps. Whether these assumptions are useful for the topic reconstruction endeavor we are undertaking is highly questionable in the light of our results. Furthermore, the mesostructures in networks which we assume to represent topics are difficult to find with an algorithm that is based on just one definition of community because we expect topics to have all kinds of structures and sizes (Havemann et al. 2017).

**Conclusions**

Our main conclusion is that since each topic reconstruction exercise simultaneously produces accurate and inaccurate representations of topics, achieving a valid reconstruction of topics through the combination of one data model and one algorithm with one specified setting of parameters is likely to be impossible. It might be necessary to combine several data models and algorithms to achieve a valid reconstruction. This depends on knowledge about the properties a topic must have in order to be reconstructed with a particular combination of data model and algorithm. This knowledge does not yet exist. Combining micro-level and content-based analyses with macro-level experiments of topic reconstruction might be a way forward towards identifying the variegated properties of topics and their connections to data models and algorithms.

Development and evaluation of topic reconstruction approaches need to proceed in parallel with enlarging the body of knowledge on topic properties in the various scientific disciplines. We need to answer questions like: How do topics form and develop in a particular field? Which bibliometric traces do these developments leave? Simply proceeding to develop and apply new or existing algorithms to reconstruct topics without any attempt at validation will not contribute to a cumulative knowledge creation in our field.
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Introduction

One of the continuing worries of scholars engaged in bibliometric topic reconstruction is the question of these reconstructions’ validity. Do we reconstruct the topics researchers work on? Shortly after the introduction of bibliometric mapping in the 1970s, these worries have initiated attempts to validate the maps, i.e. to identify a ‘ground truth’ (the topics researchers work on) and to assess how well this ground truth is reconstructed by mapping exercises (Gläser et al. 2017: 985-986).

More than three decades later, we are still worried, not least because we have not yet found a reliable method for validating bibliometric maps. Interest in validation has lapsed or been diverted to bibliometric surrogates of ground truths, with the concomitant move from validity to accuracy (Klavans and Boyack 2017).

The starting point of this paper is the observation that there has never been a proper methodological discussion of how to conduct a validation of maps. With few exceptions, validation exercises have been conducted ad hoc, with a marked imbalance between the sophistication of map-making and the sophistication of map-validation. As a consequence, the validation process has largely remained a black box.

In this paper, I open this black box by identifying methodological problems inherent to the validation of maps by experts and proposing a strategy that overcomes these problems. I begin by critically examining the state of the art concerning the validation of bibliometric maps (2). The problems discussed in the bibliometric literature point to some fundamental properties of map assessment as a process of social construction (3). The strategy of validating maps needs to take these properties into account (4).
State of the art

The current state of the art on the validation of bibliometric maps is by and large the one produced between the 1980s and 2000s, with the most thorough discussion provided by Tijssen (1993). Since then, interest in expert validation of maps appears to be on the decline. Three approaches to expert validation can be distinguished. The use of auto-expertise refers to bibliometricians mapping their own field and thus being able to assess the clusters. This approach is quite common (Small 1981, Waltman et al. 2010, Havemann et al. 2012, Šubelj et al. 2016), mainly because its obvious advantage of technical and domain expertise being very well integrated. However, this approach does not avoid all problems of expert validation discussed below. Furthermore, it seems difficult to generalise findings on the accuracy of maps for one small field to all of science.

The validation of maps of fields that are different from that of the map maker sometimes turns to the use of reflexive expertise of the domain, i.e. of published reviews, textbooks, or histories of the field as a yardstick for the validation of maps (Nadel 1980). This approach must rely on the interpretation of accounts from domain experts by map makers. The most common approach, which is the focus of this paper, is the interactive validation of maps by domain experts. Within this general approach, three strategies can be distinguished:

(1) Creating maps from expert knowledge and comparing them to bibliometric maps

McCain (1986) asked experts to sort cards with author names according to the similarity of these authors’ research and used these similarities as input for multidimensional scaling. She compared the resulting map to her author-cocitation map. Peters and van Raan (1993) asked experts to supply words that characterised thematic developments and compared these words to their co-word maps. Tijssen (1993) let experts rate the strength of cognitive connections between topics represented by words, and subjected the resulting matrices to multidimensional scaling.

(2) Obtaining experts’ opinions on the validity of bibliometric maps

Several researchers presented their maps to researchers from the mapped disciplines and asked them to assess the validity of the maps (Nadel 1980, Healey et al. 1986, Law et al. 1988, Tijssen 1993, Schnechheimer and Winterhager 2001). Although this practice was considered a validation ‘method’, authors provided very little information on the actual procedure of their validation exercises. Most researchers mention “workshops” or “interviews” without further specifying what happened. Only Peters and van Raan (1993) listed the questions they sent to experts.

(3) Obtaining experts’ opinions on the usefulness of bibliometric maps

This approach was usually selected when bibliometric maps are constructed for policy experts, who were invited to assess the usefulness of the maps for the purpose for which they
were requested, namely to aide decisions on the distribution of funding between fields of science (Healey et al. 1986). The most sophisticated approach so far has been used by Klavans et al. (2012). The authors created cards on which they listed phrases, titles of publications, and names of authors for each cluster of their map, which they assumed to represent a “research problem”. Scientists and scientists-turned-administrators were then asked to use these cards according to their familiarity with the topic. For the research problems they consider themselves experts in, they were then asked to conduct an additional sorting, e.g. identifying institutional strengths or identifying ‘hot’ research topics. In the overwhelming number of cases, experts could easily use the representations of topics, which Klavans et al. interpreted as a sign of the map’s validity.

The findings on expert validations provided by these three strategies were similar. An assessment of (most of) the maps as valid dominated but there was always some disagreement between expert assessments and maps as well as among experts. The only exception appears to be the exercise by Klavans et al., which, however, could only draw an indirect conclusion from the successful use of the map for practical purposes to its validity. Since these assessments varied little across mapping approaches and approaches to expert assessment, they seem to be produced by general features of expert assessment rather than specific properties of maps or validation procedures. The discussion of features and problems of expert assessment can be summarised as follows:

- researchers are only competent for some areas of the map but not for others (Tijssen, Peters and van Raan, Klavans et al.),
- researchers are influenced by the maps they see, i.e. their assessment is not independent (McCain, Peters and van Raan),
- researchers may be guided by interest and relevance rather than validity (Tijssen), and
- different researchers have different criteria for evaluating the map (Tijssen).

Some of these problems were addressed by methodologies for expert evaluation. For example, McCain, Peters and van Raan, and Tijssen obtained input from experts without showing them the bibliometric maps. However, the overall agreement seems to be that the above-listed features of expert judgment, which are responsible for the at best partial validation of maps by experts, cannot be overcome. In particular, quantifying expert assessments and using them as input for creating map which are then compared to bibliometric maps seems problematic because it multiplies the problem. If there is disagreement between the two kinds of maps: which map-making procedure is to blame?

**Sociological perspectives on the assessment of bibliometric maps by experts**

The whole idea of validating bibliometric maps of scientific fields hinges on the definition of ‘topic’. If a topic is defined as a knowledge structure represented by a cluster, the problem of validation does not exist because maps consist of topics by definition. However, this approach to defining topics either disassociates bibliometric mapping from all users of maps, which
have to deal with topics-for-researchers rather than topics-for-map makers, or just transforms the validation problem into the question of how topics-for-map makers correspond to topics-for-researchers. If bibliometric mapping wants to be useful to the sociology of science, it needs to adopt a sociological definition of ‘topic’, e.g. as “a focus on theoretical, methodological or empirical knowledge that is shared by a number of researchers and thereby provides these researchers with a joint frame of reference for the formulation of problems, the selection of methods or objects, the organisation of empirical data, or the interpretation of data” (Havemann et al. 2017: 1091).

With this sociological definition of a topic in mind, we can now move to a sociological understanding of the validation of maps. From a sociology of science perspective, the assessment of maps by experts from the mapped fields is a process of social construction. This premise has two implications. The first implication is that researchers develop their assessment of a map in the process of understanding it. A common misunderstanding of assessment procedures is that people carry around mental yardsticks, which they apply if an assessment task arises. This is not the case. Tijssen (1993) showed that if researchers carry mental maps of their field at all, they don’t use them in the assessment of bibliometric maps. Ethnographic observations of schoolteachers’ grading practices and of editorial decision making on journal articles are not scientific measurement processes. Instead, assessment criteria are developed and applied in interaction with that which is to be assessed (Kalthoff 2013, Hirschauer 2015). The same applies to the assessment of bibliometric maps of science by domain experts. This means that when confronted with a bibliometric map, researchers will attempt to make sense of the map, and will attempt to ‘repair’ inconsistencies through interpretation. Unless they fail completely, this process is likely to lead to the common “yes, but …” statement.

A second implication is that researchers interpret maps from their individual scientific perspectives. The cognitive resources researchers can bring to bear on the assessment task include their non-scientific and scientific frames and values, their scientific and non-scientific knowledge (including knowledge about norms of their scientific communities and the societies they live in), and their scientific and non-scientific interests. Since researchers’ scientific knowledge is most extensive for the topics they are currently working on and decreases for topics more distant from their current concerns, researchers inevitably have very uneven knowledge about different regions of the map. They are also likely to apply different scientific perspectives to different regions of the map and may have specific interests concerning these regions. For example, a research may consider one area relevant due to a similarity of research objects to their own and others because of methodological advances they want to benefit from. Finally, researchers have a variety of scientific and non-scientific interests, all of which shape the interpretations of maps even if researchers want to be objective.
From these premises follows that the most likely outcome of any traditional validation exercise is a set of statements of the type “this is a good map, but . . .”, with the “but”s varying according to the perspective of the assessor. Thus, each assessor is declaring a map to be partially valid and partially invalid, with the concept ‘valid’ taking on the meaning of ‘corresponding to their current scientific perspective’. Since the aim of validation exercises usually is to establish the correspondence of the whole map to the topics shared by one or more scientific communities, the contribution of such individual statements to a validation is limited.

If the assessment of a map is a process of social construction that involves properties of assessors that are difficult to measure, and whose impact on the assessment is difficult to understand, then it seems logical to turn to qualitative methods of the sociology of science to improve the process. This I will attempt in the following section.

**Understanding experts’ understanding of maps**

The basic idea of the proposed approach is to ‘calibrate’ researchers before they assess a map, and to let them assess maps by explicitly applying their scientific perspective. ‘Calibration’ means obtaining knowledge about the researcher’s scientific perspective and interests for the dual purpose of acquiring information necessary for the later interpretation of their statements about the map and making this perspective an explicit point of reference for the remainder of the interview.

The approach suggested here is based on the sociological method of qualitative, partially standardised interviews (Gläser and Laudel 2010). Partially standardised means that some of the questions to be asked are decided upon prior to the interview and used in all interviews, while their phrasing, additional questions, and answers to the questions emerge unconstrained during the interview process. This method has been specified for interviews with researchers as ‘scientifically informed interviewing’ (Laudel and Gläser 2007) that is supported by graphic representations of ‘research trails’ (Gläser and Laudel 2015).

**Reconstructing researchers’ scientific perspectives**

Interviews about maps should be conducted in two parts, with the first one devoted to eliciting a researcher’s scientific perspective and the second part focusing on the application of that perspective in the researcher’s assessment of the map. The scientific perspective of a researcher can be understood as an individual frame, i.e. as a taken-for granted cognitive scheme of an actor that provides knowledge about situations and proven solutions for typical problems (Schütz 1967, Schütz and Luckmann 1973, Goffman 1974). Frames guide actors’ acquisition and evaluation of information without actors being fully aware of them. Frames can, however, be made explicit by discussing an actor’s decisions and making them respond to challenges to their views. The particular frame we are interested in - a researcher’s scientific
perspective – must be deduced from their prior and current research, the evolution of their interests and plans, and their reasoning about scientific decisions.

As an input for this first part of the interview, we construct the interviewee’s research trail by performing a micro-level cluster analysis of the interviewee's oeuvre. This is done in a very simple way by constructing the bibliographic coupling network of the researcher's publications and raising the threshold for coupling strength until the network breaks down into components (Gläser and Laudel 2015, see Figure 1 for an example). Graphic representations of research trails are used in the interview to establish the sequence of topics a researcher has worked on, thematic changes and the reasons for them, and plans for further research. With this part of the interview, the regions of the map in which the researcher worked, further regions that are of actual or potential interest to the researcher, and scientific interests can be established.

Figure 1: Graphical representation of a physicist's cognitive career, which includes five research trails of different size (source: Gläser and Laudel 2015: 315). Numbers in circles refer to a publication list. The width of lines indicates the strength of bibliographic coupling, the size of circles the numbers of citation received. Roman numerals were used to link sections of the map to the interview transcript.

Discussing maps

On the basis of the preceding discussion of the interviewee’s scientific perspective, the interviewee’s assessment of the map can be obtained in the second part of the interview. This part begins by using the research trails to position the researcher on the map in order to provide an ‘objective’ starting point (‘objective’ in the sense that it is based on prior
publications rather than statements generated ad-hoc). Starting from this picture (see Figure 2 for a speculative example), all regions of the maps can be discussed with regard to

- the interviewee’s knowledge about the research that is represented there,
- the scientific distance between the researcher’s own work and the work allocated to this region,
- the interviewee’s particular interest in the work represented by this region of the map, and
- colleagues who work on these topics and the evolution of their work.

**Figure 2:** Example of a map in which the interviewee’s publications (from Figure 1) are positioned (larger white circles with black borders).
In this discussion, the parts of the map the interviewee can assess and the nature of the interviewee's knowledge about different regions of the map can be established. Experiences with discussions of research trails in interviews suggest that researchers will also readily point out regions of the map that don’t make sense to them, should be split, or should be merged. Whenever the researcher indicates such disagreement between their perception of their field and the way in which it is represented by the map, the reasons for this disagreement can be explored. The focus of this exploration is be whether there could be a perspective from which the representation make sense, and how this perspective differs from that of the researcher.

**Analysing interviews**

Regardless of the specific method of data analysis employed, the main task of the analysis is the reconstruction of each interviewee’s perspective that was used in discussing the map, the reconstruction of assessments of different regions of the map in the light of the scientific perspectives applied, and the aggregation of these assessment. In the analysis of each interview, the interviewee's relationship to each topic can be categorised. For topics the interviewee is engaged with, their position can be thematically central or marginal. For other topics they are outsiders with different degrees of ignorance and interest. For example, they can be beneficiaries, i.e. researchers using knowledge without contributing to the topic.

On this basis, statements about the topics can be interpreted and weighted when integrated. This should lead to an ‘assessment map' that links information obtained form researchers and the trust that can be placed in this information to each topic, and thus to an overall assessment of the map.

**Conclusions**

With this paper I would like to suggest how the use of theoretical and methodological sociological knowledge can support a crucial task of the development of approaches to bibliometric topic reconstruction, namely the validation of maps (and through them, approaches) by experts from the mapped fields of research. The proposed approach is based on reconstructing experts’ scientific perspectives and using these perspectives for the interpretation of their assessments of maps.

The proposed approach requires an extensive preparation of interviews, several one-on-one face-to-face interviews, the verbatim transcription of interviews and a careful in-depth analysis. If used, the validation of maps becomes a specialist task, and a collaboration between bibliometricians and sociologists is required. This is a substantial investment. Its advantage is that we can open the black box of expert validation and turn the validation exercise into a valid exercise.
Acknowledgement

I am indebted to Matthias Held for providing the map in Figure 2, and to Markus Hoffmann, Chris Grieser and Grit Laudel for helpful comments.

References


A Workflow for Creating Publication Databases from Scratch

Jenny Oltersdorf¹, Asja Mironenko² and Jochen Gläser³

¹jenny.oltersdorf@tu-berlin.de, TU Berlin, HBS 7, Hardenbergstr.16-18, 10623 Berlin (Germany)
²a.mironenko@tu-berlin.de, TU Berlin, HBS 7, Hardenbergstr.16-18, 10623 Berlin (Germany)
³jochen.glaeser@tu-berlin.de, TU Berlin, HBS 7, Hardenbergstr.16-18, 10623 Berlin (Germany)

Introduction

In many cases, the utilization of bibliometric methods for solving research problems or practical problems depends on building a dedicated database because commercial databases such as the Web of Science (WoS) or Scopus do not sufficiently cover the literature of interest. In particular, researchers studying the social sciences and humanities often base their analyses on dedicated databases which they created manually (e.g. Ardanuy et al. 2009, Colavizza et al. 2018). In this extended poster abstract, we report part of our workflow for building such a database, which ideally should contain all German publications from a humanities field (Art History) and a social science field (International Relations) in a specific period. We will use the database to study the communication behaviour of the two fields through analyses of citation networks and citation contexts (Gläser and Oltersdorf 2019). Therefore, our dedicated database must include the publications’ references and full texts (or at least the text surrounding the citations). The overall workflow for creating the database is based on the following algorithm (Figure 1):

1) Construction of a seed data set from publication lists of university academics.

2) Expansion of seed data by
   a. including publications from the target period that cite seed publications, and
   b. including publications from the target period that are cited by seed publications until saturation is reached.
In our extended poster abstract and poster we describe the first step, i.e. the construction of a seed data set, for the field of International Relations. The workflow includes the following steps (Figure 2):

**Workflow for creating the seed data set**

1. Construct seed data set for period \([t_1, t_2]\)
2. Include publications from \([t_1, t_2]\) cited by seed data set
3. Include publications from \([t_1, t_2]\) citing the seed data set
4. Check saturation (number of publications added in previous two steps)
5. Stop

*Figure 1: Workflow for creating the database*
Figure 2: Detailed workflow for creating the seed data set

1. Delineate field and identify institutions and researchers

5. Conduct author search in Scopus and MA
   - Records of researchers without publication lists on websites
   - Records of researchers with publication lists on websites

2. Harvest publication lists from websites
   - Researchers with publication lists on websites (76%)

3. Extract and filter bibliographic records

4. Tokenise records

6. Match with tokenised records

7. Save 1283 records including references of 340 researchers from Scopus and 2162 records of 396 researchers from MA in .csv file

8. Add records by Zotero browser plugin

9. Harvest full texts

10. Parse references from full texts

11. Save records and references in .csv file

12. Save full texts and link them to bibliographic records

13. Save bibliographic records and meta data of references in SQL database
1. Field delineation

Since the common approach to delineating a field by selecting publications does not work if no publication database with sufficient coverage is available, we first established criteria for the delineation of the two fields by consulting scholars in the field and library specialists, and by reading introductory texts. We decided to start from individuals and their affiliation to universities. For the field ‘International Relations’ (IR) we identified scholars who 1) have at least a master’s degree and 2) are affiliated to a German university that 3) maintains a department with a research focus on IR. We disregarded nationality, country of graduation, and publication languages. This means that for creating the seed data set, we considered German IR to be represented by scholars who are currently located at German universities. This decision could be challenged and merits further discussion. A closer look reveals that delineating a national sub-community is by no means trivial because nationality, publication language and geographic location do not coincide. In the case of Art History, the complexities are illustrated by the question whether German and non-German scholars working at the German Max-Planck-Institute ‘Kunsthistorisches Institut in Florenz’ in Florence or the German Max-Planck-Institute ‘The Bibliotheca Hertziana’ in Rome, who publish not only in German but also in other languages, should be considered as members of the German national Art History community.

2. Harvest publication lists from websites

We visited the university websites of all identified researchers in IR and used a Python script to convert publication lists on websites into PDF documents. The automated conversion of publication lists was sometimes hampered by complicated website architectures (see Figure 3), access restrictions (see Figure 4), and other structural properties of websites. A total of 17% of the websites had to be converted manually. About 22% of researchers do not provide publication lists on their university websites or the publications are not in the period of interest. We conducted a search in Scopus and Microsoft Academic (MA) (see step 5) in order to include at least some of their publications. Further publications from these 22% of authors will be added with the expansion of the seed data set (see Figure 1).

---

*All scripts mentioned in this poster abstract were written by Asja Mironenko, and can be accessed on GitHub ([https://github.com/mironenkoasja/bibliorecsminer](https://github.com/mironenkoasja/bibliorecsminer)).*
**Figure 3:** Example of a website that defied automated conversion (problem: website architecture).

**Figure 4:** Example of a website that defied automated conversion (problem: access only with password).
3. Extract and filter bibliographic records

We extracted bibliographic records together with information about publication types from the PDF documents with a second Python script. The script was successful on 70% of the PDF documents. The extraction quality based on the Python script was determined by indicators of precision (0.996) and recall (0.957). The calculation was based on 403 records of 25 authors. Recall is the maximum percentage of records that can be identified. The precision rate is the percentage of the correctly extracted records in the period of interest that do not contain other text from the website such as biographical information or information on teaching experiences.

For the 30% of records that needed manual adjustment, the manual processing of a publication list took 6 minutes on average. Foreign-language titles increased the processing time significantly.

4. Tokenisation

The result of step 3 was a spreadsheet for each publication list that included bibliographic records as strings. We then tokenised the records, i.e. we split them into their bibliographic elements (author, title, year of publication, etc.). For this tokenisation we prepared the data by applying a third Python script, which removed irrelevant characters and built a consistent structure. The cleaned strings were processed using AnyStyle. AnyStyle is an open source parser for academic references which uses heuristics based on Conditional Random Fields for reference parsing.\(^9\)

We assessed the performance of AnyStyle on the bibliographic elements author, title, and year by creating a scoring scheme. Each field was scored individually at 1 if the extraction was correct, at 0.5 if the element included additional characters, at 0.25 if characters were missing, and at 0 if the element could not be detected at all. The average quality for 100 randomly selected bibliographic records using AnyStyle ‘as is’ were 0.83 for author, 0.71 for title and 0.55 for year. After adjustment of AnyStyle’s code the result for the year improved to 0.79. Even on the basis of partially incorrect tokenised records a matching algorithm could be applied (see step 6).

5. Conduct an author search in Scopus and Microsoft Academic

The two databases have the enormous advantage of providing tokenised bibliographic records, which in the case of Scopus include the references. This is why obtaining records from these databases for as many publications as possible is the most efficient approach. Retrieval of author names was conducted in the format ‘lastname, initial of first name’ in the data bases Scopus and Microsoft Academic (MA). We considered several name spelling alternatives if

\(^9\) https://anystyle.io/
author names included umlauts or “ß”. Umlauts were replaced by \textit{ae and a, oe and o, and ue} and \textit{u}, respectively because English-language journals and books use both versions of transliteration. The letter “ß” was replaced by “s” and “ss”. Thus, the German Name Müßer would have to be searched for in the four variants Muser, Musser, Mueser, and Muesser.

A significant problem of the databases is homonyms. For authors who had publication lists on their websites, we eliminated homonyms by matching database entries with the tokenised records from harvested publication lists. If the results from the databases matched with a tokenised record, we considered the author as relevant and saved information on subject categories.

For the 22% of authors that had no publication list on their university websites, we only searched by author names and reduced the likelihood of homonyms by limiting results to the subject categories we derived from successfully matched records (see below, 6.).

Publications in MA are tagged “[...] with fields of study, or topics, using artificial intelligence and semantic understanding of content. Topics are organized in a non-mutually exclusive hierarchy with 19 top-level fields of study.” (Microsoft 2020).\footnote{Further information about the modeling process of fields of study can be found online \url{https://www.microsoft.com/en-us/research/project/academic/articles/expanding-concept-understanding-in-microsoft-academic-graph/}.} We searched for author names and filtered the results based on the most often used fields of study.

6. Match Scopus and MA records with tokenized records from publication lists

Matching was done by a fourth Python script, which utilises author names, publication titles, and publication years in an implementation of the Ratcliff/Obershelp pattern recognition algorithm (Black, 2014). The matching procedure identified 264 authors in Scopus. In addition, 47 authors with publications lists on their websites but no title match in Scopus and 29 authors without publication lists on their websites could be identified by an author-name search that was limited to relevant subject categories in order to exclude homonyms. Relevant subject categories were derived from the 264 successfully matched items and include categories like ‘Political Science and International Relations’, ‘Social Sciences (all)’ or ‘Sociology and Political Science’. All in all, 340 or 57% of the 594 researchers are covered by Scopus (see Figure 6). We used the same procedure in MA and identified 344 authors through matching, another 26 authors who provide a publication list and 48 authors who did not publish literature through a name search that was limited to relevant subject categories. In this process, 418 or 70% of researchers have been identified in MA (see Figure 7).

The overlap of authors indexed in Scopus and in MA can be found in Figure 8. Interestingly, the matching rate with MA varies considerably between publication types. We were able to match 70% of tokenised records for monographs, 58% of journal articles and 21% of working papers.
Figure 6: Publication list - Scopus overlap
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Figure 7: Publication list - MA overlap
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7. Save records and references in csv format

From Scopus we saved 1293 records and references from 340 authors for further processing. In addition, we saved 2182 records from MA that are not in Scopus. In the case of MA, only records were saved as reference information is provided only in form of links to other items indexed in MA. We would have missed bibliographic information about MA’s non-source items.

8. Add records by Zotero Browser Plugin

Those records that were only on the publication lists and could not be retrieved from the databases were stored in Zotero using the Zotero browser plugin Connector. Zotero is an open source reference management system\textsuperscript{11} The Zotero Connector imports bibliographic meta data from, e.g., library catalogues or websites to the personal Zotero library. From there, data can be exported in several formats for further processing. The quality of imported data depends heavily on the used sources. Usually it varies among library catalogues, repositories, and websites. Therefore, all entries had to be checked manually and corrected if necessary.

9. Harvest full texts

Harvesting full texts was necessary for two reasons. First, many publications are not covered by Scopus, which also provides references. For these publications, references must be extracted from full texts. Secondly, full texts (or at least the citation contexts, which need to be extracted from full texts) are needed for the planned citation context analysis.

We combined several approaches to harvest full texts:

- We utilised information from publication lists on websites. Some researchers added links to full texts of at least some of their publications.
- We used the DOI, which is provided by MA and Scopus, to search for full texts.
- We placed national and international library loan requests to get hold of printed publications. We digitised the relevant parts (full texts of articles and chapters, references and citation contexts for books) for further processing.
- In a final step, we circulated letters to all researchers. We introduced the project and announced a follow up email. After two weeks, we sent them emails with the literature lists we created and asked if they would check for completeness, enhance the list if necessary, and provide us with the missing full texts that were labeled in the list. None of the scientists raised any objections to the procedure. So far, about 40% of them supported our project.

10. Parse references from full texts

Automatic reference detection in social sciences and humanities (SSH) publications still constitutes a major challenge. Most tools that extract references are based on referencing

\textsuperscript{11} https://www.zotero.org/
patterns of publications from the sciences and ignore the respective information for SSH publications. Furthermore, these tools cannot be applied directly to images, i.e. scanned documents. SSH publications that are not available in digital form must be scanned and the images must be processed with OCR software. This creates an additional source of errors which has a direct effect on the performance of the tools. To make things worse, the application of automated tools for reference extraction requires the existence of standardised reference sections at the end of a publication. In some SSH publications, however, full references are given in footnotes or side notes, and no reference section exists at the end of the publication.

For these reasons, none of the available tools met our requirements out of the box. A combination of tools with text-based and layout-based approaches in an iterative procedure that included manual adjustment turned out to be the best solution to extract references of publications in the field of International Relations.

First tests indicated that the problems multiply for the field of Art History. The publication behaviour of German Art History is still dominated by print publications. There is no consistent pattern of the positioning or phrasing of references across publications. For example, references may occur at the end of a publication in a separate reference list, in endnotes, footnotes, side notes, or insertions in the text. Bibliographic meta data in footnotes or endnotes are embedded into text (see Figure 9) or complex abbreviations are used to refer to other sources (see Figure 10). The current state of our investigations suggests that references cannot be extracted from publications in German Art History by any of the state-of-the-art tools such as CERMINE, GROBID, and ParsCit on its own. A combination of tools together and additional manual adjustments are needed. Another promising approach appears to be the layout-based approach to extract references from images that is based on complex neural networks (Rizvi et al., 2019).
Figure 9: Reference section from journal ‘International Relations’ – A reference section where bibliographic information is first given as full bibliographic record and subsequently either as short titles or in the form “Author (year) without links to the full reference.

Notes


5. Jopille and Caporaso, ‘States, Agency and Rules’; Daniel Thomas, ‘Still Punching below its Weight? Actorness and Effectiveness in EU Foreign Policy’ (paper prepared for the University Association for Contemporary European Studies (UACES) 40th Anniversary conference, Brussels, 8–9 September 2010).


7. Jopille and Caporaso (1998) have originally used the term ‘cohesion’. For the sake of definitional consistency throughout this special edition, we refer to it as ‘coherence’ (cf. Introduction of this issue).


11. Groenleer and Van Schaik, ‘United We Stand?’.


11. Save records and references in csv format

Records and references were saved in csv format for further processing.

12. Save full texts and link them to bibliographic records

To organise our data, we assigned identifiers to each author and each publication. Full texts were labelled with the publication ID and saved in separate folders for each author on an external hard disk.

13. Save bibliographic records and meta data of references in SQL database

We set up an offline SQL database for further analysis in the project.

Concluding remarks

With this paper, we present for discussion a workflow for a type of project that has been occurring repeatedly in bibliometric research. Many theoretically interesting and politically important problems cannot be studied with commercial databases due to the latter’s exclusion of publications from the Global South, from the Social Sciences and Humanities, and in languages other than English. So far, each scholar appears to have wrestled in isolation with the many practical problems involved in creating databases from scratch. We should discuss these practical problems in order to create a more efficient approach.
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